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exeCuTive suMMaRy
A body of research on disinformation, misinformation, and malinformation 
(hereafter: “misinformation”) has expanded vastly in recent years. Social media 
algorithms and fossil fuel industry spending on public relations, advertising 
and campaign contributions have fueled an explosion of political myths, the 
circulation of fabricated or misleading material on the Internet, increasingly 
self-selected news consumption, and the evolution of ‘fake news’ as a means to 
dismiss inconvenient information.

Misinformation related to climate change science predates the birth of social 
media. The definition of climate misinformation used by Climate Action Against 
Disinformation (CAAD) refers to deceptive or misleading content that:

•	 Undermines the existence or impacts of climate change, the unequivocal 
human influence on climate change, and the need for corresponding urgent 
action according to the IPCC scientific consensus and in line with the goals 
of the Paris Climate Agreement;

•	 Misrepresents scientific data, including by omission or cherry-picking, in 
order to erode trust in climate science, climate-focused institutions, experts, 
and solutions; or

•	 Falsely publicizes efforts as supportive of climate goals that in fact 
contribute to climate warming or contravene the scientific consensus on 
mitigation or adaptation.

Academics and professionals in this field, including journalists and editors, have 
attempted to track the evolution of these trends in real time. The Internet has 
accelerated the symbiotic growth of conspiracy theories and violence in the 
material world, often outpacing the ability to imagine, develop and coordinate 
solutions.

Existing norms and standards for high-quality journalism remain paramount 
in an era of declining newsrooms and consolidated media, but more help is 
needed. surveys of journalists indicate an unfulfilled appetite for professional 
training on how to assess and handle misinformation. 

this report layout is as follows:
•	 The Best Practices section focuses on visual examples showing some key 

dos and don'ts for journalists and editors to consider in order to avoid 
fanning the flames of misinformation and getting gamed by grifters.

•	 The Academic Literature Review delves into the field of research that 
informs the Best Practices in this guide. Most references in this section are in 
the endnotes.

•	 The Case Studies section summarizes reports published by academics 
and advocacy organizations that help show the nature and impact of 
misinformation online, mostly related to climate change.

•	 The Additional References section offers further sources of expertise that 
journalists and editors can rely on for more learning.

https://libguides.pace.edu/fakenews
https://www.climatefiles.com/collection-index/
https://caad.info/what-is-climate-disinformation/
https://www.brookings.edu/research/how-to-combat-fake-news-and-disinformation/
https://www.pewresearch.org/journalism/2022/06/14/journalists-highly-concerned-about-misinformation-future-of-press-freedoms/
https://pen.org/report/hard-news-journalists-and-the-threat-of-disinformation/
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“avoid inflating the 
importance of single 
examples or speculating 
about the threat level.” 
Data & society Research institute

besT PRaCTiCes
CoMMuniCaTion TeCHniQues To DisaRM Disinfo
When misinformation is having an adverse and widespread enough impact to merit strategic 
amplification, an informed and intentional approach is required.

The 2020 Data & Society Research Institute’s 10 tips for reporting on disinformation include the 
following suggestions:

https://datasociety.net/wp-content/uploads/2020/04/10-Tips-pdf.pdf
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“Write headlines that omit the disinformation, rather 
than repeating or questioning it.”

Data & society Research institute
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“Don’t repeat manipulative language used by disinformers.” 
Data & society Research institute

“Contextualize: make sure 
to include ‘the behaviors 
and ideologies of the 
adversarial actors’ if they 
merit reporting.”

Data & society Research institute



7

FACT

WARN ABOUT
THE MYTH

EXPLAIN
FALLACY

FACT

Lead with the fact if it’s clear, pithy, 
and sticky—make it simple, concrete,
and plausible. It must “fit” with the story.

Warn beforehand that a myth is coming...
mention it once only.

Explain how the myth misleads.

Finish by reinforcing the fact—multiple
times if possible. Make sure it provides
an alternative causal explanation.

avoid Partisan signaling, When Possible:
This is obviously challenging for any political reporter, when it’s important to plainly say how 
constituencies and politicians approach issues like climate change. Partisanship is often a 
predictable factor regarding trust in climate science or support for climate mitigation policies.

use the “Truth sandwich” to Debunk:
The authors of the Debunking Handbook specifically recommend a communication technique that 
has gained increasing recognition since they first published in 2011. Communications consultant 
George Lakoff calls this method the “truth sandwich.” 

To help navigate this communications challenge, 
professor Brendan Nyhan recommends avoiding 
framing the discussion in response to specific 
statements from politicians. 

Image by Wendy Cook

https://skepticalscience.com/Debunking-Handbook-now-freely-available-download.html
https://www.pbs.org/standards/blogs/standards-articles/what-is-a-truth-sandwich/
https://archives.cjr.org/united_states_project/_countering_misinformation_tip.php
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Don’t Preclude accountability by Writing in the “Passive voice”
In her 2022 video for the Union of Concerned Scientists, Sabrina Joy Stevens notes that a passive 
voice can invisibilize people impacted by issues journalists report:

“When we just name disparities and outcomes 
without naming who and what is responsible for 
those disparities, we make it seem like a person’s 
identity is responsible for the problem instead of the 
people and institutions discriminating against them 
on that basis.” [12:20]

This screenshot from the video contrasts bad practice with best practice:

Covering Climate Now recommends starting the conversation from a wide array of relevant angles, 
which many reporters and outlets are fantastic at.

https://www.youtube.com/watch?v=AsEi5hRQ6Vw
https://youtu.be/AsEi5hRQ6Vw%253Ft%253D739
https://coveringclimatenow.org/resource/climate-reporting-best-practices/
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Don’T boosT baD ConTenT

•	 aCt Climate labs

•	 Center for Countering digital Hate (CCdH) 

•	 Climate action against disinformation (Caad)

•	 Climate investigations Center

•	 DeSmog’s Climate disinformation database

•	 energy and Policy institute

•	 Greenpeace

•	 influence map

•	 media matters

•	 skeptical science

•	 sourcewatch by the Center for Media and Democracy 

•	 Southern Poverty Law Center’s extremist Files

•	 union of Concerned scientists

expose bad actors
Exposing bad actors is key when coverage is merited. Exposing bad actors is very different from 
helping platform them, which the communication techniques described above are designed to help 
with.

Many organizations have long worked to make this process easier for journalists. Some longtime 
experts that publish information about specific climate denial organizations and spokespeople 
include:

https://www.actclimatelabs.org/tag/intelligence/
https://caad.info/reports/
https://climateinvestigations.org/
https://www.desmog.com/climate-disinformation-database/
https://www.energyandpolicy.org/
https://www.greenpeace.org/usa/fighting-climate-chaos/climate-deniers/front-groups/
https://influencemap.org/
https://www.mediamatters.org/
https://skepticalscience.com/
https://www.sourcewatch.org/index.php?title=SourceWatch
https://www.splcenter.org/fighting-hate/extremist-files
https://www.ucsusa.org/climate/disinformation
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use archive Web links instead of Direct links

use rel=”nofollow” for Direct links
Inserting rel=”nofollow” into the Html code of any hyperlink will prevent search engines from 
giving additional weight to that link in search results. It might also be wise to insert “noopener” and 
“noreferrer” into the same code, for both privacy and security reasons.

Here’s how DeSmog handles it:

Use Internet Archives - like the wayback 
machine, Perma.cc, Ghostarchive, or 
archive.today - as a way to prove the 
authenticity of misleading content, without 
uplifting it, nor enriching its producers. 
Alternatively, download and republish a PDF 
or screenshot of the content you want to 
preserve, since archive websites might not be 
online forever.

https://firstdraftnews.org/articles/debunk-viral-fake-news-story-help-the-hoaxers-stop-it-facebook-megyn-kelly/
https://developers.google.com/search/docs/crawling-indexing/qualify-outbound-links
https://help.ahrefs.com/en/articles/4684931-noreferrer-noopener-nofollow-attributes
https://help.ahrefs.com/en/articles/4684931-noreferrer-noopener-nofollow-attributes
https://web.archive.org/
https://web.archive.org/
http://perma.cc/
https://ghostarchive.org/
https://ghostarchive.org/
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Don’t link Directly to 
youTube videos:
For YouTube videos that are 
monetized, avoid sending users 
to the video. Screenshots and 
transcripts can be used to help 
illustrate the significance of 
the video, so long as deceptive 
language isn’t uplifted without 
truthful context first – see the 
“truth sandwich” technique, 
above. You can also download 
the video, both for presentation 
and long-term preservation. 

Using a screenshot can help 
illustrate a problematic video 
in context without linking to it, 
but the author in this example 
made the mistake of linking to 
the video in the image caption. 
Any more traffic from the link 
means more money for both 
the disinformer and for Google 
(at least until Google enforces 
its policy to demonetize climate 
disinformation).

MisinfoRMaTion is noT an oPinion WoRTH PublisHinG
Opinion sections of many 
major newspapers still host 
misinformation that would 
never pass a publication’s 
editorial standards. 
Though there is always a 
firewall between reporting 
and opinion, that's not 
something audiences see 
or understand.

https://www.businessinsider.com/guides/streaming/how-to-download-youtube-videos
https://www.washingtonpost.com/technology/2021/12/16/google-climate-change-denial-ads/
https://www.nature.com/articles/s44159-021-00006-y
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sTRaTeGiC silenCe vs. sTRaTeGiC aMPlifiCaTion

assess Whether to Report or ignore Misinformation:
The 2020 debunking Handbook’s authors created this flowchart to help determine when and how to 
cover misinformation:

Keep monitoring,
withhold debunking,

but be prepared.

FACT

MYTH

FALLACY

FACT

Lead with the facts, but 
only if it’s clear and sticky.

Debunk often
and properly

Framing is fixed

Myth has traction

Setting agenda is possible

Myth is largely unknown

...already out there ...expectedMisinformation is

Framing and
agenda fluid?

Visibility of
misinformation?

“Prebunk” or
inoculate

•  Provide warning.
•  Explain misleading 
    techniques.Provide accurate

information,
withhold debunking

so you set agenda.

Similarly, Sabrina Joy Stevens created a response framework chart based on the spread and impact 
of misinformation, as published in the 2022 Union of Concerned Scientists video “How to Counter 
disinformation.” From time stamp 05:47:

Image by Wendy Cook

https://www.climatechangecommunication.org/debunking-handbook-2020/
https://youtu.be/AsEi5hRQ6Vw
https://youtu.be/AsEi5hRQ6Vw
https://youtu.be/AsEi5hRQ6Vw?t=347
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assess if you are being Manipulated into Covering Misinformation:
The Data & Society Research Institute’s source Hacking report by Joan Donovan and Brian Friedberg 
examines four tactics that are used to manipulate reporters into helping misinformation spread, 
along with brief recommendations for journalists:

https://datasociety.net/library/source-hacking-media-manipulation-in-practice/
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enCouRaGe ReaDeRs To HelP
There is no reason why news organizations 
should avoid passing these techniques on to 
readers. News consumers are often on the 
front lines of misinformation. People who 
read high-quality publications are likely 
better equipped to identify and interrupt 
emerging misinformation. 

Encouraging and empowering readers to 
help neutralize misinformation can only help, 
perhaps starting in the comments of your 
publication’s social media feeds. Readers 
can also be engaged to help circulate fact-
checks and expert debunking when myths 
have already circulated.

aCaDeMiC liTeRaTuRe RevieW
Academic articles referenced in this section are contained in endnotes, for brevity.
While the role of traditional media is vital, newsrooms and reporters cannot solely solve the 
world’s misinformation problem without complementary efforts in other societal sectors.1 This 
review is not comprehensive. It only touches upon the myriad of research on the creation, 
spread and mitigation of misinformation on social media, a field that has helped inform 
some of the proposed mitigation tactics included in this document. 
Drawing from references reviewed here, solutions to the spread of misinformation will 
involve national and international policy, public education in information literacy, changes in 
social media company practices, and a reorientation of business incentives across traditional 
and social media.
What follows is a summary of research intended to help disrupt misinformation. The 
information contained in this review was used to inform the Best Practices section at the 
beginning of this report.

https://thehill.com/opinion/technology/3550387-big-tech-must-step-up-now-to-fight-misinformation-in-the-midterms/
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Revenue inCenTives: 
CliCkbaiT, sensaTionalisM, anD sCooPinG anxieTy
A longstanding field of research exists on economic incentives for the sources of misinformation, and 
the outlets that act as gatekeepers of information.2 Legitimate sources of news are frequently caught 
up in this dynamic, as they are incentivized by maligned revenue models.3 A race to the bottom 
dynamic exists when these revenue incentives mix with competition between journalists and news 
outlets for valuable material. When revenue depends on clicks, shares, and page views, the outcomes 
range from sensationalist headlines, misleading clickbait, and advertisements linked to dishonest 
websites.4

To make matters more complicated, there is a pervasive presence of bad-faith publishers, including 
outlets financed by vested interests, editorial pages that permit publishing misinformation as 
opinion, ideology-based publications, and partisan media (addressed below),5 making it impossible 
for industry-wide best practices to be adopted and respected.6 This must be considered when 
determining best practices in situations that can change quickly. 

Control over the information that is available to the public is increasingly distributed, which precludes 
newsrooms from maintaining any real or perceived gatekeeping role. As ‘strategic silence’ is 
sometimes ineffective for particularly widespread or harmful misinformation, a newer concept of 
‘strategic amplification’ has been proposed by researchers Joan Donovan and danah boyd.7 

sTRaTeGiC silenCe vs. sTRaTeGiC aMPlifiCaTion
A 2017 Council of Europe study by Claire Wardle and Hossein Derakhshan recommend newsrooms 
assess when misinformation crosses a “tipping point” threshold in which false information has 
circulated enough to merit scrutiny, without the risk of artificially amplifying it.8 Wardle’s organization, 
First Draft - now part of the Brown University Information Futures Lab - suggests five questions to 
assess if a tipping point has been reached.

Victoria Kwan’s prescriptive 2019 report for First Draft, Responsible Reporting in an Age of Information 
Disorder, advised understanding the responsibility that comes with having a large following. Media 
outlets with relatively large circulation and journalists with large followings must understand the 
power they can have to uplift misinformation simply by circulating it. Kwan created a list of questions 
to help journalists consider any unintended negative impacts their reporting or social media activity 
might cause.9

The issue of strategic silence is discussed in detail in a robust report by Syracuse University assistant 
professor Whitney Phillips, The Oxygen of Amplification for the Data & Society Research Institute.10 
The Institute published material diagnosing different kinds of manipulation tactics that bait reporters 
into amplifying misinformation that merits careful scrutiny, including Media Manipulation and 
Disinformation Online by Alice Marwick and Rebecca Lewis, and Source Hacking by Joan Donovan 
and Brian Friedberg.11 

Techniques from each of these reports are incorporated into the Data & Society Research Institute’s 
10 tips for reporting on disinformation. Several of these techniques are included in the Best Practices 
section, above.

inoCulaTion
Ideally, audiences are inoculated against misinformation, with a properly contextualized version of 
the myth warning them not to fall for it, before being exposed to it. The metaphorical application of 
medical inoculation theory has been studied by information experts for over a half-century, including 
recent research on best practices.12 First Draft’s 2021 Guide to Pre-Bunking, by Laurie Garcia and 
Tommy Shane, offers a user-friendly summary of techniques, visual tools, and links to online pre-
bunking games.13 

More information and tips on prebunking are included in the 2020 Debunking Handbook and 
Conspiracy Theory Handbook by Lewandowsky and Cook, et al–detailed below–along with games on 
John Cook’s Cranky uncle website and related app.

https://www.cjr.org/analysis/how_fake_news_sites_frequently_trick_big-time_journalists.php
https://www.cjr.org/analysis/how_fake_news_sites_frequently_trick_big-time_journalists.php
https://techpolicy.press/addressing-climate-change-disinformation-to-help-build-consensus-for-solutions/
https://heated.world/p/a-crude-replacement-for-local-news
https://twitter.com/firstdraftnews/status/1251168680412688386/photo/1
https://datasociety.net/wp-content/uploads/2020/04/10-Tips-pdf.pdf
https://crankyuncle.com/
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faCT-CHeCkinG anD DebunkinG
Much of the practical conversation on strategic amplification revolves around fact-checking. The 
universe of fact-checkers continues to expand, from niche publications like snopes and skeptical 
science to established news organizations like the Washington Post, the Associated Press, and the 
Poynter Institute's PolitiFact website.

The Poynter Institute’s International Fact Checking Network (IFCN) developed a code of principles 
signed by dozens of prominent news outlets worldwide. Signatories of this code are formally 
monitored by an unpaid advisory board consisting of people from participating and independent 
media organizations (It’s worth noting that one source of Poynter’s funding is a prominent financier of 
misinformation on climate change, Charles koch).14

A general consensus seems to be emerging that fact-checking is necessary in certain situations, so 
long as common psychological traps and algorithmic incentives are intentionally avoided. Thinking 
around the risks of ‘backfire effects’, or attempts to correct misinformation that actually served to 
reinforce it, has evolved. Recent studies show that this risk is generally lower than of not responding at 
all. Fact-checkers should therefore not allow fear of ‘backfire effects’ to hinder their efforts.  Rather, 
an understanding of the ways people resist information that conflicts with their worldviews should 
help inform more effective communication techniques.15  

The 2020 Debunking Handbook, by John Cook, Stephan Lewandowsky and numerous co-authors 
from universities around the world, is a culmination of psychology and communications-based 
research on misinformation related to climate change science.16 The authors address common 
psychological traps to avoid when refuting misinformation, and specific techniques to increase the 
likelihood of success - as detailed in the Best Practices section at the beginning of this guide. 

Many of these co-authors published a peer-reviewed paper in Nature Reviews Psychology with a 
similar focus in 2022.17 The paper cautions that retracting or correcting stories containing misleading 
content is not enough, without a sustained and proactive effort to disseminate corrections. It also 
flags how misinformation is often permitted on the opinion page and through advertisements that 
use ‘paltering’ as a tactic.

Lewandowsky and Cook also co-authored the Conspiracy Theory Handbook, which uses 
psychological insights to teach readers how to interrupt deep-seated conspiratorial beliefs.18 The 
recommendations pair well with findings by researchers Gabrielle Wong-Parod and Irina Feygina, 
who found that rooting conversations in personal values can help avoid psychological defense 
mechanisms that allow myths to persist.19

Finally, fact-checkers must recognize the power of visual aids over written or verbal mediums. 
A number of studies have examined how misinformation often spreads through deceptive 
visuals.20 It’s conversely true that visuals and interactive games can have an outsized impact in 
effectively undermining misinformation. Visuals can also be a good tool to inoculate people against 
misinformation.21

CiTinG baD ConTenT WiTHouT aMPlifyinG iT
Iffy News founder Barrett Golding recommends the Wayback Machine Internet archive as a way 
to prove the authenticity of misleading content, without uplifting it, nor enriching its producers. The 
same method could be applied to other Internet archive websites such as Perma.cc, Ghostarchive, or 
archive.today, among other options posed by freelance journalist Samantha Sunne.

Archive websites might not be online forever. An alternative is to save a PDF or screenshot of the 
website or content. The PDF can be uploaded to an employer website, or to document-hosting 
platforms like Adobe Acrobat, Scribd, DocumentCloud, or Archive.org.

Alternatively, reports written by Aviv Ovadya in 2016 and Victoria Kwan in 2019 for First Draft 
encouraged the use of “no follow” outgoing HTML links.22 This practice prevents search engines from 
giving additional weight to that link in search results, including by avoiding sending curious readers to 
find problematic content on their own. (See Best Practices section.)

https://www.snopes.com/
https://skepticalscience.com/
https://skepticalscience.com/
https://www.ifcncodeofprinciples.poynter.org/
https://www.ifcncodeofprinciples.poynter.org/know-more/the-advisory-board-and-our-pool-of-assessors
https://www.greenpeace.org/usa/fighting-climate-chaos/climate-deniers/koch-industries/
https://www.newyorker.com/news/daily-comment/kochland-examines-how-the-koch-brothers-made-their-fortune-and-the-influence-it-bought
https://heated.world/p/misleading-climate-ads-from-big-oil
https://www.sciencedaily.com/releases/2020/01/200108160312.htm
https://iffy.news/2021/mainstream-media-funds-fake-news/
https://perma.cc/
https://ghostarchive.org/
https://archive.today/
https://rjionline.org/news/dont-link-directly-to-misinformation-sites/


17

veRifyinG unfaMiliaR souRCes

Several efforts have cataloged discredited sources of information, and to rank the bias of 
different outlets and websites, including from the following list. 

Note that the standards and means of accountability for these references vary. Some 
are backed by institutions with transparent standards, while others are maintained by 
specific individuals.

•	 Iffy index of unreliable sources
•	 Credibility Coalition’s Credibility Catalog
•	 U-Penn Annenberg Public Policy Center’s FactCheck.org
•	 Duke University directory of global fact-checking websites
•	 media Bias / Fact Check by Dave Van Zandt

•	 ad Fontes. See interactive chart.
•	 all sides
•	 newsGuard ratings (subscription required)

•	 logically (AI fact check - subscription required)

PaRTisan MeDia: Double sTanDaRDs, self-isolaTeD auDienCes, 
anD false eQuivalenCy PRessuRe

Many newsrooms and reporters struggle to hold sources of partisan bias accountable, 
often while facing accusations of partisan bias themselves.23 This creates a great risk 
of false equivalency or ‘false balance’, when reporters and editors are pressured to 
treat every story as a matter of two equal sides, even when credibility of opposing 
viewpoints is not equal or comparable.24 This dynamic has long been exploited to 
create doubt over climate change science.25

This ‘us versus them’ dynamic is particularly exacerbated in the United States, given 
there are only two viable political parties. For many online sources of information, 
partisan election outcomes are a primary goal.26 Readers are also self-selective about 
where they get information, as Brendan Nyhan wrote for the Columbia Journalism 
Review in 2012: “People may tend to select the stories that reinforce their views and 
avoid those that make them uncomfortable. This is a daunting challenge.” 27

This precludes a cultural agreement of bilateral accountability in online news. Efforts 
to bridge this partisan divide, such as John Gable’s all sides and the Common Ground 
Committee, were established to help news consumers assess the partiality of their 
sources of information. It is unclear how much impact these efforts have. 

Attempts for media publications to bridge a partisan divide avoids the elephant 
in the room identified by researchers: outlets with a conservative political bias 
disproportionately participate in the spread of misinformation, a trend that primarily 
empowers partisan right politicians and some prominent grifters.28 

Whether or not media outlets accept the disproportionate amplification of 
misinformation from conservative outlets, many still face unfounded accusations of 
liberal bias even without drawing attention to the trend.29

https://iffy.news/index/
https://credibilitycoalition.org/credcatalog/
https://www.factcheck.org/
https://reporterslab.org/fact-checking/
https://mediabiasfactcheck.com/
https://adfontesmedia.com/
https://adfontesmedia.com/interactive-media-bias-chart/
https://www.allsides.com/media-bias/fact-check-bias-chart
https://www.newsguardtech.com/solutions/newsguard/
https://www.logically.ai/services
http://allsides.com
https://commongroundcommittee.org/event/facts-fake-news-the-media/
https://commongroundcommittee.org/event/facts-fake-news-the-media/
https://www.vice.com/en/article/m7e9y3/patreon-is-bankrolling-climate-change-deniers-while-we-all-burn
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TRansPaRenCy in MeDia vs. aCCounTabiliTy
foR CiRCulaTinG MisinfoRMaTion
Many newsrooms and journalists have made their reporting methods, finances, and potential 
sources of bias more transparent (see Best Practices section, above).30 There is plenty of room for 
improvement. A review of these attempts to boost credibility found that the professional field has 
focused less on accountability, both for the distributors of misinformation, and for outlets that have 
made mistakes or engaged in negligence in promoting it.31 

Building trust with readers is also key to maintaining legitimacy and expectations of responsible 
reporting. Tools to make online media outlets’ credibility indicators more transparent have been 
developed, such as the Trust Project’s eight trust indicators, which are used by over 200 newspapers 
and media outlets around the world.

eMoTions ouTPaCe faCTs
Finally, journalists and editors are inherently outpaced by the way that most rampant misinformation 
appeals to emotion, typically through fear, anger, or humor.32 Facts are no match for appeal to 
emotion - something the advertising industry has long understood.33 Social media algorithms are 
built to make incendiary content viral, rather than quality content, so it is important to recognize that 
debunking and inoculating content also needs to tap into some level of emotion.

This is seemingly antithetical to the mandate of newsrooms to be fair and factual, but there are many 
angles from which reporters can cover stories that touch upon misinformation by centering it around 
social or human consequences. As the organization Covering Climate Now suggests, “The climate 
crisis is a story for every beat,” none of which deserve to be framed with nihilistic narratives seeded by 
obstructionists. 

MisinfoRMaTion Case sTuDies
deny, deceive, delay: documenting and responding to Climate disinformation at CoP26 
and Beyond, institute for strategic dialogue et al, 2022:

This coalition report is centered around climate change misinformation during the United Nations’ 
26th Conference of Parties (COP26). It details how a relatively small number of dishonest people and 
organizations took advantage of lax social media company standards to discourage any mitigation 
efforts.

The study relied upon the “discourses of Climate delay” rhetorical taxonomy model published by 
William Lamb and nine other academics in 2020, in order to categorize a wide variety of trending 
criticisms of COP26 that all ultimately served to undermine the public’s willingness to take climate 
change seriously.

The rhetorical tactics examined in the report ranged widely in order to cultivate apathy in a variety 
of audiences. Examples included dishonest attacks on climate science, cynicism over political and 
technological solutions, the reuse of old images in false context, and class-based criticism of wealthy 
elites.

The study concludes with several specific policy recommendations, mostly geared toward social 
media companies, that would slow the spread and impact of climate misinformation from vested 
interests and dishonest sources. 

Some of these recommendations could boost the efforts of journalists, such as the need for social 
media companies to allow access to API searches for images to help track visual misinformation. 
Other recommendations implicate media outlets, such as media reports that contribute to algorithmic 
amplification, or news outlets that allow companies to advertise on their platforms in ways that 
distract from harmful impacts of their business. 

https://thetrustproject.org/#indicators
https://coveringclimatenow.org/resource/climate-reporting-best-practices/
https://www.isdglobal.org/isd-publications/deny-deceive-delay-documenting-and-responding-to-climate-disinformation-at-cop26-and-beyond-full/
https://www.isdglobal.org/isd-publications/deny-deceive-delay-documenting-and-responding-to-climate-disinformation-at-cop26-and-beyond-full/
https://www.cambridge.org/core/journals/global-sustainability/article/discourses-of-climate-delay/7B11B722E3E3454BB6212378E32985A7
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Climate disinformation in spanish impacting latinos, Climate Power, 2022
This study surveyed 1,600 people from eight regions of the United States and found that while a 
majority of Latinx people in the study supported climate change solutions, many were receptive 
to arguments designed to erode that support.  The majority of those receiving false information 
encountered it online.

the Climate divide: How Facebook's algorithm amplifies Climate disinformation, Global 
witness, 2022
This report found that Facebook fails to meet its own pledge on climate disinformation, and 
actually amplifies dishonest “skepticism.” It includes helpful info on how the business model of 
tech companies like Facebook can incentivize them to host disinformation. 

in the dark: How social media Companies' Climate disinformation Problem is Hidden 
from the Public, Greenpeace usa, avaaz and Friends of the earth, 2022
This scorecard report used a 27-point assessment question system to review climate dis/
misinformation policies on Facebook, Twitter, Youtube, TikTok and Pinterest. It outlines a number 
of recommendations for the platforms.

the toxic ten, Center for Countering digital Hate, 2021:
This report outlines the ten publishers where climate change denial content was most rampant on 
Facebook, YouTube, Twitter, and Instagram. The report found that these ten websites accounted 
for 69% of climate disinformation posts on Facebook, 92% of which were unlabeled.

The websites examined variably have ties to the climate change denying billionaire financiers 
like robert mercer and the wilks brothers, the fossil fuel-invested foundation of the late Richard 
Mellon Scaife, and racist political consultants, among other largely unknown supporters.

The report’s key recommendation was for social media companies to discontinue monetizing 
climate disinformation posts, as the report tracked over $1.7 million these websites earned for 
Google in a six month period.

the disinformation dozen, Center for Countering digital Hate (CCdH), 2021:
This widely publicized report found that “just twelve anti-vaxxers are responsible for almost two-
thirds of [COVID-19] anti-vaccine content circulating on social media platforms.” 

The report shows the limitations of combating misinformation in the realm of journalism alone, 
and the need for strong, enforced policies against misinformation on social media platforms.

rebecca Goldberg & laura vandenberg, the science of spin, environmental Health, 
2021:
This paper examines industry-backed disinformation campaigns that undermine solutions to the 
dangers posed by five different societal problems: climate change, air pollution from burning 
coal, atrazine pesticides, tobacco smoking, and sugar consumption. 

The authors identified “28 unique tactics used to manufacture doubt,” compiled in this table. 
Many of these tactics are used to mislead or bait reporters as a means to amplify discredited 
messages. 

Ultimately, the strategy is to preserve profitable opportunities for the interest groups financing 
the misinformation. An understanding of these tactics can be used to increase scientific literacy 
and inoculate against deceptive public relations.

https://climatepower.us/resources/spanish-disinformation-poll-results-september-2022/
https://www.globalwitness.org/en/campaigns/digital-threats/climate-divide-how-facebooks-algorithm-amplifies-climate-disinformation/
https://caad.info/report/in-the-dark-how-social-media-companies-climate-disinformation-problem-is-hidden-from-the-public/
https://caad.info/report/in-the-dark-how-social-media-companies-climate-disinformation-problem-is-hidden-from-the-public/
https://counterhate.com/research/the-toxic-ten/
https://www.desmog.com/robert-mercer/
https://www.vice.com/en/article/y3p33j/fracking-farris-dan-wilks-prageru-climate-crisis-denial-shapiro
https://www.theguardian.com/environment/2022/may/04/climate-sceptic-thinktank-received-funding-from-fossil-fuel-interests?utm_term=6273636e7a45fbdd1f53d6a3048ab94f&utm_campaign=FirstEdition&utm_source=esp&utm_medium=Email&CMP=firstedition_email
https://www.sourcewatch.org/index.php?title=Sarah_Scaife_Foundation
https://www.splcenter.org/hatewatch/2017/10/06/breitbart-expos%C3%A9-confirms-far-right-news-site-platform-white-nationalist-alt-right
https://www.newsweek.com/2016/12/16/floyd-brown-maestro-media-manipulation-528591.html
https://www.counterhate.com/disinformationdozen
https://www.mercurynews.com/2021/07/16/white-house-turns-up-heat-on-covid-disinformation-dozen/
https://ehjournal.biomedcentral.com/articles/10.1186/s12940-021-00723-0
https://ehjournal.biomedcentral.com/articles/10.1186/s12940-021-00723-0/tables/1
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on the back burner: How Facebook's inaction on misinformation fuels the global climate 
crisis, stop Funding Heat, 2021.
This report summarized all available literature on climate misinformation on Facebook, 
highlighting policy gaps, problems associated with Facebook’s algorithm, and the failings of its 
own existing solutions in combating the spread.

ad-funded Climate Change disinformation: money, Brands and ad tech, Global 
disinformation index, 2021
Similar to the Toxic Ten report above, the Global Disinformation Index reviewed 98 websites 
circulating climate misinformation from March to October, 2021. The report estimated that 
advertisers provided $36.7 million to these dishonest websites in that time frame.

Advertisers identified in the report ranged widely, including The Nature Conservancy, Amazon, 
Procter & Gamble, Johns Hopkins University, and BP.

the oil & Gas sector's digital advertising strategy, influencemap, 2021 
InfluenceMap researchers found 25,147 ads from just 25 oil and gas sector organizations 
on Facebook’s US platforms in 2020, which have been viewed over 431 million times with an 
approximate cumulative spend of $9.5 million. A free account is required to download the report. 

Climate lockdown and the Culture wars, institute for strategic dialogue, 2021
This study details the emergence and mainstreaming of the term 'climate lockdown' over the 
pandemic period. It is a useful example to help understand the origins of narratives used by 
disinformers. 

#indenial - Facebook's Growing Friendship with Climate misinformation, stop Funding 
Heat, 2021 
This report found that climate misinformation runs rampant on Facebook and evidence that the 
company makes money from climate misinformation on its advertising platform. 

meta-denial: How Facebook Fails to keep up with the evolving tactics of today's Climate 
misinformers, avaaz, 2021
This analysis found that Facebook allowed top climate disinformers to ignore its policies and 
spread misleading content to millions of its users.

Four days of texas-sized disinformation: social media Companies threaten action on 
Climate Change, Friends of the earth, 2021
This analysis of the February 2021 Texas power outages showed that despite Facebook and other 
platforms’ fact-checking policies at the time, only 0.9% of interactions with content promoting the 
falsehood that wind turbines were at fault for the power outages carried fact-checking labels.

Yochai Benkler et al, mail-in voter Fraud: anatomy of a disinformation Campaign, 
Berkman klein Center for internet and society, Harvard university, 2020
This report found that the U.S. media helped platform ‘The Big Lie,’ referring to the unfounded 
accusations against the integrity of the 2020 U.S. presidential election. After examining 
the evidence, the paper’s authors focus on three common journalistic practices that allow 
misinformation to thrive in the media:

https://caad.info/report/on-the-back-burner-how-facebooks-inaction-on-misinformation-is-fuelling-the-climate-crisis/
https://caad.info/report/on-the-back-burner-how-facebooks-inaction-on-misinformation-is-fuelling-the-climate-crisis/
https://www.disinformationindex.com/disinfo-ads/2021-12-1-ad-funded-climate-change-disinformation-money-brands-and-ad-tech/
https://influencemap.org/evoke/15588/file_proxy
https://caad.info/report/climate-lockdown-and-the-culture-wars/
https://stopfundingheat.info/facebook-in-denial/
https://avaazimages.avaaz.org/Climate_Briefing_PDF2.pdf
https://avaazimages.avaaz.org/Climate_Briefing_PDF2.pdf
https://foeus.wpenginepowered.com/wp-content/uploads/2021/08/Texas_Disinfo_Report_final_v4.pdf
https://foeus.wpenginepowered.com/wp-content/uploads/2021/08/Texas_Disinfo_Report_final_v4.pdf
https://dash.harvard.edu/handle/1/37365484
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•	 The urge to consider anything said by certain political elites to be news--in this case, former 
president Donald Trump. 

•	 A focus on sensationalistic material. 

•	 False balance: the urge to make every story have two equal sides, even when facts are not 
evenly applied across both aisles of a debate. 

The researchers used polling data assessing the top sources of U.S. news to approximate a 
misinformation supply chain. They found that the myth of a manipulated election outcome 
was dramatically amplified, rather than responsibly debunked, due to the partisan pressure 
campaigns waged directly and indirectly against print media outlets. The flawed coverage was 
then echoed by national and local TV networks, and the false accusations concerning the integrity 
of the election are now considered truth for about half of all Republican voters.

Hiroyuki Fujishiro, kayo mimizuka, & mone saito, why doesn't Fact-Checking work? the 
mis-Framing of division on social media in japan, 2020
The report was summarized in a two-part series in the Japanese newspaper, The Mainichi 
(see part 1 & part 2), which compared the results of the Japanese study to similar research 
in the United States. The combined research suggests that fact-checks are more likely to be 
weaponized for partisan reasons than used to question one’s own assumptions and beliefs.

This Japan-focused case study is consistent with other recent studies (see below) on the pitfalls of 
debunking and fact-checking information. 

Climate science disinformation in Facebook advertising, influencemap, 2020
This research shows how anti-climate groups use Facebook's advertising platform and unique 
targeting tools to spread climate disinformation. A free account is required to download the 
report.

the oxygen of amplification, data & society research institute, 2018:
The introduction of this report (PdF p.18) is a case study on the mainstreaming of the ‘alt-right’. 
This case study demonstrates how the media’s sense of responsibility in reporting statements 
made by prominent public figures - in this case, presidential candidate Hillary Clinton - can 
create a harmful platform for ideas and sentiments that otherwise would remain fringe.

dealing in doubt, Greenpeace, 2013:
This qualitative research report includes some key historical information regarding how career 
climate change deniers and polluting companies worked to manipulate the outcomes of reports 
published by the Intergovernmental Panel on Climate Change (IPCC) and interfere with global 
climate negotiations hosted by the United Nations.

smoke, mirrors & Hot air, union of Concerned scientists, 2007:
This qualitative report details the extent to which ExxonMobil worked to undermine scientific 
research on climate change by financing dishonest experts to seed disinformation into the public 
realm, complementing Exxon’s own national and international lobbying operations.

https://dl.acm.org/doi/fullHtml/10.1145/3400806.3400841
https://dl.acm.org/doi/fullHtml/10.1145/3400806.3400841
https://mainichi.jp/english/articles/20210705/p2a/00m/0op/004000c
https://mainichi.jp/english/articles/20210706/p2a/00m/0op/015000c
https://influencemap.org/site/data/000/015/InfluenceMap_SoMe_Climtate_Disinformation_Sept_2020.pdf
https://datasociety.net/wp-content/uploads/2018/05/FULLREPORT_Oxygen_of_Amplification_DS.pdf
https://datasociety.net/wp-content/uploads/2018/05/FULLREPORT_Oxygen_of_Amplification_DS.pdf#page=18
https://www.greenpeace.org/usa/research/dealing-in-doubt-climate-denial/
https://www.ucsusa.org/resources/smoke-mirrors-hot-air
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aDDiTional ResouRCes
Beyond the Best Practices detailed at the beginning of this guide, there are numerous organizations, 
training programs and university operations designed to accommodate this need. 

CoMMuniCaTion TeCHniQues anD TRaininGs:
The Union of Concerned Scientists what You Can do about disinformation series, adapted from the 
intellectual property of Sabrina Joy Stevens and Jane McAlevey in 2022:

•	 How to spot disinformation
•	 How to stop disinformation
•	 How disinformation works
•	 resource Guide: Countering disinformation in Your Community
•	 video: How to Counter disinformation
•	 the disinformation Playbook (2017)

FirstDraft has a number of skills training videos, including metadata analysis, reverse image 
searches, and digital footprint analysis. FirstDraft is now part of Brown University’s information 
Futures lab.

FirstDraft also published a five-part “essential Guides” series for journalists, including responsible 
reporting in an age of information disorder, detailed above. 

The Data & Society Research Institute created a syllabus for a course on media manipulation. 

Trusting News has worked with dozens of newsrooms to provide training and resources designed to 
boost trust from readers and subscribers.

Media Well compiles research on a variety of related research tracks, including mitigating 
misinformation. 

ReseaRCH ToolkiTs:
•	 Specific tools for identifying and exposing misinformation have been compiled by journalist Craig 

Silverman into the verification Handbook.

•	 The HeyStack Crap detection resources Guide

•	 The RAND Corporation’s tools that Fight disinformation webpage is an index of dozens of 
websites and tools that might be helpful for specific reporting tasks.

•	 The Society of Professional Journalists’ journalist toolbox contains many more resources for 
specific research tasks.

•	 The Bellingcat osint toolkit

ReseaRCH Hubs:
Harvard University’s misinformation review features a robust collection of academic research on 
misinformation and fake news. Other Harvard programs that have published research and tips on 
misinformation include the Shorenstein Center’s journalist’s resource and the Berkman Klein Center’s 
assembly: disinformation. 

The MIT Sloan School hosts prominent research on misinformation, often with focus on problems and 
solutions in the realm of social media. 

Simon Fraser University’s disinformation Project is a specialized hub of expertise on dis/
misinformation.

https://www.ucsusa.org/resources/what-you-can-do-about-disinformation
https://www.ucsusa.org/resources/how-spot-disinformation
https://www.ucsusa.org/resources/how-stop-disinformation
https://www.ucsusa.org/resources/how-disinformation-works
https://www.ucsusa.org/sites/default/files/2022-04/Countering-Disinformation-in-Your-Community-Resource-Guide.pdf
https://www.ucsusa.org/resources/how-counter-disinformation
https://www.ucsusa.org/resources/disinformation-playbook
https://firstdraftnews.org/en/education/curriculum-resources
https://sites.brown.edu/informationfutures/
https://sites.brown.edu/informationfutures/
https://firstdraftnews.org/long-form-article/first-drafts-essential-guide-to/
https://firstdraftnews.org/articles/how-journalists-can-responsibly-report-on-manipulated-pictures-and-video/
https://firstdraftnews.org/articles/how-journalists-can-responsibly-report-on-manipulated-pictures-and-video/
https://datasociety.net/wp-content/uploads/2017/05/DataAndSociety_Syllabus-MediaManipulationAndDisinformationOnline.pdf
https://trustingnews.org/newsroom-partners/
https://trustingnews.org/start-earning-trust/
https://trustingnews.org/resources/
https://mediawell.ssrc.org/research-topics/mitigating-misinformation/
https://mediawell.ssrc.org/research-topics/mitigating-misinformation/
https://docs.google.com/document/d/1ZJbIUk5L8fe3VKK9CLVNMj9qOFdXG-RhQT6pyEgsS4I/edit
https://datajournalism.com/read/handbook/verification-3/
https://heystacks.com/doc/100/crap-detection-resources
https://www.rand.org/research/projects/truth-decay/fighting-disinformation/search.html
https://www.journaliststoolbox.org/
https://docs.google.com/spreadsheets/d/18rtqh8EG2q1xBo2cLNyhIDuK9jrPGwYr9DI2UncoqJQ/edit#gid=930747607
https://misinforeview.hks.harvard.edu/
https://journalistsresource.org/media/misinformation-thomas-patterson/
https://cyber.harvard.edu/research/assembly
https://mitsloan.mit.edu/ideas-made-to-matter/mit-sloan-research-about-social-media-misinformation-and-elections
https://mitsloan.mit.edu/ideas-made-to-matter/case-new-social-media-business-models
https://www.sfu.ca/communication/research/labs/the-disinformation-project.html
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